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Abstract 
Large Language Models (LLMs) like GPT-4 and mBERT have revolutionized natural language processing (NLP) by providing 
multilingual capabilities, making it possible to develop models that handle diverse linguistic inputs across various languages. 
However, despite these advances, there remains a noticeable performance gap between how well these models perform in 
high-resource languages such as English and low-resource languages such as Nepali or Malagasy. We term this phenomenon 
the "Babel Effect," highlighting the disproportionate performance that arises from differences in resource availability across 
languages. This paper aims to explore the root causes of these performance discrepancies in LLMs, focusing on the underlying 
challenges in tokenization, training, and data scarcity. We utilize cross-lingual benchmarks, such as XGLUE and TyDiQA, to 
quantify these performance variations and examine them in detail. Furthermore, we propose solutions, including enhancing 
tokenization strategies, employing data augmentation techniques, and refining fine-tuning methods. The paper concludes with 
a discussion on how these improvements can mitigate the Babel Effect and lead to more equitable language modeling across 
diverse linguistic contexts.
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1. Introduction 
The field of natural language processing (NLP) has seen 
remarkable advancements in recent years, largely driven by 
the development of Large Language Models (LLMs) such as 
GPT-4 [1], mBERT [2], and XLM-R. These models are capable 
of generating human-like text, understanding complex 
linguistic structures, and performing a variety of tasks, 
from machine translation to summarization and sentiment 
analysis. The evolution of LLMs has also introduced a 
significant shift toward multilingual processing, where 
models are designed to handle numerous languages with the 
goal of democratizing access to NLP tools. However, despite 
these advancements, there exists a profound and troubling 
disparity in the performance of these models across different 
languages. Languages with abundant resources, such as 
English, Mandarin, and Spanish, exhibit high performance 
when processed by LLMs. On the other hand, languages with 
fewer resources, including Nepali, Malagasy, and indigenous 
languages, suffer from significantly lower performance. This 
performance gap, which we term the "Babel Effect," presents 
a critical issue for NLP research, especially as the demand 
for equitable language technology grows worldwide. The 
Babel Effect underscores a larger problem in multilingual 
NLP, where the inherent imbalance in data availability and 
linguistic representation results in biased and uneven model 

performance. It is imperative to address this discrepancy, not 
only to improve model performance across all languages but 
also to ensure that NLP technologies serve a global audience 
equitably. This paper aims to provide a comprehensive 
exploration of the Babel Effect, examining the root causes 
of these performance disparities and proposing solutions to 
mitigate them.

The Babel Effect: Multilingual Performance Discrepan-
cies in LLMs
Background and Motivation: Multilingual LLMs are typically 
trained on vast amounts of textual data sourced from a wide 
range of languages. The underlying assumption is that by 
training on diverse language datasets, these models can 
generalize well across multiple languages. However, this 
assumption does not hold true for all languages. Languages 
such as English, which dominate the internet and academic 
discourse, have rich and diverse datasets readily available 
for model training. Conversely, low-resource languages lack 
sufficient data, leading to suboptimal performance when 
processed by these models. The challenges associated with 
low-resource languages are multifaceted. First, there is a 
scarcity of large, annotated corpora for training models in 
these languages. Second, low-resource languages often have 
complex morphological structures, agglutinative grammar, 
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or non-Latin scripts, all of which complicate tokenization and 
model training. Additionally, these languages are frequently 
underrepresented in the academic and technological sectors, 
further exacerbating the resource gap. This disparity in 
linguistic representation has far-reaching implications. The 
performance gaps between high-resource and low-resource 
languages limit the applicability of NLP technologies in 
underrepresented regions, particularly in developing 
countries where these technologies could have significant 
social, educational, and economic benefits. Therefore, 
addressing the Babel Effect is not only a technical challenge 
but also a socio-cultural one. The goal is to democratize 
access to NLP tools, ensuring that language technologies 
serve speakers of all languages equally.

1.1. Literature Review 
The issue of performance discrepancies across languages in 
multilingual LLMs has been the subject of growing academic 
interest. Several studies have investigated the underlying 
factors that contribute to this disparity, focusing on areas 
such as dataset availability, tokenization strategies, and 
cross-lingual transfer learning. This section provides a 
comprehensive review of the literature relevant to the Babel 
Effect, discussing the various dimensions of the problem and 
potential solutions.

1.2. High-Resource Languages 
High-resource languages like English, Mandarin, and 
Spanish benefit from extensive datasets that are diverse, 
annotated, and widely available. These datasets include 
not only general text corpora but also specialized data for 
tasks such as named entity recognition (NER), sentiment 
analysis, and machine translation. The abundance of such 
data allows LLMs to learn intricate language patterns, 
idiomatic expressions, and context-dependent semantics, 
leading to superior performance in a variety of tasks. For 
instance, the GPT-4 model, developed by OpenAI, was 
trained on vast amounts of text data in English, enabling it 
to generate highly fluent, coherent text that closely mimics 
human communication. The availability of high-quality data 
allows these models to perform well on tasks that require 
deep linguistic understanding, such as contextual word 
embeddings, co-reference resolution, and syntactic parsing. 
This has led to state-of-the-art performance on a variety of 
benchmarks, including those for machine translation, text 
generation, and question-answering tasks [3]. However, 
this success is largely confined to high-resource languages. 
As the literature suggests, performance in high-resource 
languages cannot simply be extrapolated to low-resource 
languages. High-resource languages have a much richer 
linguistic representation, both in terms of training data 
and the presence of linguistic resources like dictionaries, 
morphological analyzers, and syntactic parsers. This 
linguistic richness allows models to achieve high accuracy in 
language-specific tasks.

1.3. Low-Resource Languages 
Low-resource languages face significant challenges due 
to the scarcity of high-quality, annotated datasets. These 
languages, often spoken in developing regions, have limited 

digital presence, making it difficult to compile large datasets 
for training LLMs. Moreover, low-resource languages 
are frequently characterized by complex morphological 
and syntactic structures that complicate model training. 
For example, languages such as Nepali and Malagasy 
lack sufficient representation in most publicly available 
datasets, which limits the ability of LLMs to learn their 
linguistic intricacies [4]. Furthermore, many low-resource 
languages use non-Latin scripts, which pose additional 
tokenization challenges. The fragmented or incomplete 
token representations for these languages often result in 
reduced model accuracy and fluency. In extreme cases, the 
model may fail to generate meaningful outputs for such 
languages altogether.

1.4. The Babel Effect: Multilingual Performance Discrep-
ancies in LLMs
A growing body of research has sought to address the 
performance gaps in low-resource languages through 
methods such as cross-lingual transfer learning, data 
augmentation, and synthetic data generation. Despite these 
efforts, however, the Babel Effect persists, reflecting the 
broader challenge of linguistic inequity in NLP.

1.5. Cross-Lingual Transfer Learning 
Cross-lingual transfer learning has emerged as a promising 
solution to the problem of performance discrepancies 
across languages. By leveraging knowledge from high-
resource languages, models can improve performance in 
low-resource languages. This approach involves pretraining 
LLMs on large multilingual corpora and then fine-tuning 
them on specific language tasks for both high- and low-
resource languages. Multilingual models such as mBERT [2] 
and XLM-R [2] are trained on datasets containing multiple 
languages, allowing them to transfer linguistic knowledge 
from high-resource languages to low-resource ones. Cross-
lingual transfer learning takes advantage of shared linguistic 
structures across languages, enabling models to generalize 
from languages with abundant data to those with less 
representation. For example, mBERT is trained on a large 
multilingual corpus containing text from over 100 languages. 
The model learns a shared embedding space that allows it to 
perform well across languages, even when there is limited 
training data for some of them. However, while cross-lingual 
transfer learning has led to improvements in low-resource 
languages, the performance gap between high- and low-
resource languages remains substantial [2].

1.6. Tokenization Challenges 
Tokenization, the process of breaking down text into smaller 
units (tokens), plays a critical role in NLP models. Effective 
tokenization is essential for accurate language modeling, 
as it determines how well a model can represent linguistic 
structures. High-resource languages, particularly those with 
simple morphological structures, are generally easier to 
tokenize, leading to better model performance. In contrast, 
low-resource languages with complex morphological and 
agglutinative structures present significant challenges 
for tokenization. Languages such as Finnish, Turkish, and 
Nepali, for instance, can generate a wide variety of word 
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forms from a single root word, making tokenization difficult 
[5]. Inadequate tokenization can lead to fragmented word 
representations, which in turn reduce the accuracy and 
coherence of the model’s output. Recent studies have 
proposed various approaches to improving tokenization 
for low-resource languages. These include character-
level tokenization, subword tokenization (e.g., Byte-Pair 
Encoding), and the use of morpheme-level tokens to better 
capture the linguistic complexity of agglutinative languages. 
While these approaches have shown promise, they are not 
without limitations, and tokenization remains a key factor 
contributing to the Babel Effect.

2. Methodology 
To investigate the performance discrepancies between 
high- and low-resource languages in multilingual LLMs, 
we designed a series of experiments using cross-lingual 
benchmarks. Our goal was to quantify the extent of the Babel 
Effect and identify the key f actors that contribute to these 
performance gaps. This section details the methodology used 
in our analysis, including the language selection, datasets, 
benchmarks, and evaluation metrics. 

2.1 Language Selection 
To ensure a representative sample of languages for our 
analysis, we selected languages across a spectrum of 
resource availability. Our selection included both high-
resource languages, where abundant data is available, and 
low-resource languages, where data is scarce or difficult to 
obtain.
• High-resource languages: English, Mandarin 
• Medium-resource languages: Hindi, Swahili 
• Low-resource languages: Nepali, Malagasy 

The choice of languages was motivated by several factors. 
English and Mandarin represent high-resource languages 
with extensive datasets and well-established NLP tools. Hindi 
and Swahili are considered medium-resource languages 
with growing digital footprints, while Nepali and Malagasy 
were chosen as low-resource languages due to their limited 
representation in publicly available datasets.

The Babel Effect: Multilingual Performance 
Discrepancies in LLMs
Datasets and Benchmarks: To evaluate the performance 
of LLMs across multiple languages, we used two widely 
recognized cross-lingual benchmarks
• XGLUE [6]: A cross-lingual general language understanding 
evaluation dataset that includes tasks such as text 
classification, question answering, and machine translation. 
XGLUE provides a diverse set of evaluation metrics to assess 
model performance across different languages
• TyDiQA [7]: A multilingual question-answering dataset that 
covers a broad range of languages, including low-resource 
languages such as Swahili and Nepali. TyDiQA focuses on 
information-seeking questions and requires models to 
generate accurate and contextually relevant answers across 
languages.

These benchmarks were selected for their ability to evaluate 
both high- and low-resource languages across multiple 
NLP tasks. By using these datasets, we aimed to capture a 
comprehensive picture of LLM performance across a variety 
of linguistic contexts.

Model Evaluation
To evaluate the performance of LLMs in both high- and 
low-resource languages, we selected two state-of-the-art 
models: GPT-4 and mBERT. GPT-4 represents a cutting-edge 
monolingual LLM with strong performance in high-resource 
languages, while mBERT is a popular multilingual model 
designed for cross-lingual tasks.

We Evaluated the Models Using Standard NlP Metrics 
Such As:
• Accuracy: Measures the percentage of correct predictions 
made by the model across various tasks. 
• F1-score: A balanced measure of precision and recall, used 
to evaluate model performance on tasks with imbalanced 
data. 
• BLEU score: A metric used to evaluate the quality of 
machine translation outputs by comparing them to reference 
translations.

Each model was fine-tuned on specific language tasks for both 
high- and low-resource languages to capture the nuances of 
each language. Fine-tuning allowed the models to adapt to 
the linguistic characteristics of each language, potentially 
improving performance in low-resource languages.

3. Results 
Our analysis revealed significant performance gaps between 
high-resource and low-resource languages. For high 
resource languages such as English and Mandarin, both 
GPT-4 and mBERT achieved high levels of accuracy and 
F1-scores across multiple tasks. The models demonstrated 
strong performance in tasks such as text classification, 
machine translation, and question-answering, consistently 
outperforming their benchmarks. In contrast, performance 
in low-resource languages such as Nepali and Malagasy was 
markedly lower. GPT-4, in particular, struggled to generate 
coherent and contextually appropriate responses in these 
languages. While mBERT performed somewhat better 
due to its multilingual training, it still exhibited noticeable 
performance degradation in low-resource languages, 
especially on tasks requiring deep linguistic understanding, 
such as natural language inference and question-answering.

Performance Analysis by Task
Our task-specific analysis showed that the performance 
discrepancies were particularly pronounced in tasks that 
required nuanced linguistic understanding. For example, 
in the machine translation task, both GPT-4 and mBERT 
achieved high BLEU scores for English-Mandarin translation 
but performed poorly in Nepali-Malagasy translation, with 
BLEU scores dropping significantly. Similarly, in the question-
answering task from the TyDiQA dataset, GPT-4 exhibited 
strong performance in English and Mandarin, providing 
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contextually relevant answers with high accuracy. However, 
in Nepali and Malagasy, the model often generated irrelevant 
or nonsensical answers, reflecting its limited understanding 
of these languages.

The Babel Effect: Multilingual Performance Discrepan-
cies in LLMs.
Our analysis also highlighted the impact of tokenization 
on model performance. In high-resource languages, the 
tokenization process was efficient, with most words 
being accurately represented by a small number of 
tokens. However, in low-resource languages with complex 
morphological structures, tokenization was less effective, 
leading to fragmented word representations and reduced 
model accuracy. For example, in Nepali, a single word could 
be split into multiple tokens due to its agglutinative nature, 
resulting in incomplete or inaccurate word representations. 
This issue was particularly evident in tasks requiring 
syntactic parsing or co-reference resolution, where the 
model’s inability to accurately represent complex words led 
to poor performance.

4. Conclusion 
The Babel Effect represents a significant challenge in 
multilingual NLP, where performance discrepancies between 
highand low-resource languages persist despite advances in 
LLMs. Our analysis reveals that data scarcity, tokenization 
challenges, and inadequate fine-tuning contribute to these 
performance gaps. While models like GPT-4 and mBERT 
have demonstrated impressive capabilities in high-resource 
languages, their performance in low-resource languages 
remains suboptimal. To address the Babel Effect, we propose 
several potential solutions. First, improving tokenization 
strategies for low-resource languages is critical. Approaches 
such as character-level tokenization, morpheme-based 
tokenization, and subword tokenization can help capture 
the linguistic complexity of these languages. Second, data 
augmentation techniques, such as synthetic data generation 
and cross-lingual transfer learning, can help mitigate the 

impact of data scarcity. Finally, more effective fine-tuning 
methods, tailored to the specific linguistic characteristics 
of low-resource languages, are essential for improving 
model performance. In conclusion, while LLMs have 
made significant strides in multilingual NLP, there is still 
much work to be done to ensure equitable performance 
across languages. Addressing the Babel Effect will require 
concerted efforts from the research community to develop 
more inclusive and linguistically diverse models that serve 
speakers of all languages equally.

References:
1.	 Achiam, J., Adler, S., Agarwal, S., Ahmad, L., Akkaya, I., et 

al. (2023). GPT-4 technical report (2023). URL https://
api. semanticscholar. org/CorpusID, 257532815.

2.	 Devlin, J. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. arXiv preprint 
arXiv:1810.04805.

3.	 Conneau, A., Kiela, D., Schwenk, H., Barrault, L., Bordes, 
A. (2017). Supervised learning of universal sentence 
representations from natural language inference data. 
arXiv preprint arXiv:1705.02364.

4.	 Joshi, P., Santy, S., Budhiraja, A., Bali, K., Choudhury, 
M. (2020). The state and fate of linguistic diversity 
and inclusion in the NLP world. arXiv preprint 
arXiv:2004.09095.

5.	 Sennrich, R. (2015). Neural machine translation 
of rare words with subword units. arXiv preprint 
arXiv:1508.07909.

6.	 Liang, Y., Duan, N., Gong, Y., Wu, N., Guo, F., et al. (2020). 
XGLUE: A new benchmark dataset for cross-lingual pre-
training, understanding and generation. arXiv preprint 
arXiv:2004.01401.

7.	 Clark, J. H., Choi, E., Collins, M., Garrette, D., Kwiatkowski, 
T., et al. (2020). Tydi qa: A benchmark for information-
seeking question answering in ty pologically di 
verse languages. Transactions of the Association for 
Computational Linguistics, 8, 454-470.

https://arxiv.org/pdf/1705.02364
https://arxiv.org/pdf/1705.02364
https://arxiv.org/pdf/1705.02364
https://arxiv.org/pdf/1705.02364
https://arxiv.org/pdf/2004.09095
https://arxiv.org/pdf/2004.09095
https://arxiv.org/pdf/2004.09095
https://arxiv.org/pdf/2004.09095
https://www.research.ed.ac.uk/files/174256085/Neural_Machine_Translation_SENNRICH_DOA24052016_VOR_CC_BY.pdf
https://www.research.ed.ac.uk/files/174256085/Neural_Machine_Translation_SENNRICH_DOA24052016_VOR_CC_BY.pdf
https://www.research.ed.ac.uk/files/174256085/Neural_Machine_Translation_SENNRICH_DOA24052016_VOR_CC_BY.pdf
https://arxiv.org/pdf/2004.01401
https://arxiv.org/pdf/2004.01401
https://arxiv.org/pdf/2004.01401
https://arxiv.org/pdf/2004.01401
https://direct.mit.edu/tacl/article-pdf/doi/10.1162/tacl_a_00317/1923348/tacl_a_00317.pdf
https://direct.mit.edu/tacl/article-pdf/doi/10.1162/tacl_a_00317/1923348/tacl_a_00317.pdf
https://direct.mit.edu/tacl/article-pdf/doi/10.1162/tacl_a_00317/1923348/tacl_a_00317.pdf
https://direct.mit.edu/tacl/article-pdf/doi/10.1162/tacl_a_00317/1923348/tacl_a_00317.pdf
https://direct.mit.edu/tacl/article-pdf/doi/10.1162/tacl_a_00317/1923348/tacl_a_00317.pdf

